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REVISABILITY AND CONCEPTUAL CHANGE IN
“TWO DOGMAS OF EMPIRICISM”

. V. Quine’s article “Two Dogmas of Empiricism” is one of

the most influential works in twentieth-century philosophy.'

The article is cast most explicitly as an argument against logi-
cal empiricists such as Carnap, arguing against the analytic/synthetic
distinction that they appeal to along with their verificationism. But
the article has been read much more broadly as an attack on the notion
of the a priori and on the program of conceptual analysis.

I will address Quine’s article construed as a critique of the notions
of analyticity and apriority. I will focus especially on the most influen-
tial part of Quine’s article: the arguments in the final section concern-
ing revisability and conceptual change. In addressing these arguments,
I will adopt a line of response grounded in Carnap’s underappreciated
article “Meaning and Synonymy in Natural Languages.”™ I will argue
that an analysis inspired by this article, when conjoined with tools drawn
from contemporary two-dimensional semantics and from Bayesian con-
firmation theory, provides what is needed to reject Quine’s argument.

I will not give a positive account of the analytic or the a priori
beyond the standard definition of analyticity as truth in virtue of
meaning and of apriority as knowability with justification independent
of experience. I am more inclined to defend the notion of apriority
than the notion of analyticity, so I will focus more on the former, but
the response that I will develop can be used to defend either notion
from Quine’s critique.

'W. V. Quine, “Two Dogmas of Empiricism,” Philosophical Review, Lx, 1 (January 1951):
20-43.

*Rudolf Carnap, “Meaning and Synonymy in Natural Languages,” Philosophical
Studies, v1, 3 (April 1955): 33-47. Reprinted as Appendix D of Carnap’s Meaning and
Necessity: A Study in Semantics and Modal Logic (Chicago: University Press, 1956).
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I. THE ARGUMENTS OF “TWO DOGMAS”

In sections 1 through 1v of “Two Dogmas,” Quine argues that if one tries
to make sense of the notion of analyticity, one ends up moving in a circle
through cognate notions (synonymy, definition, semantic rules, mean-
ing), and one cannot break out of the circle. Many philosophers have
been unmoved by this worry, as it seems that one finds a similar circle
for all sorts of philosophically important notions: consciousness, causa-
tion, freedom, value, existence. So I will set these criticisms aside here.

In section v of the article, Quine makes points that specifically
address Carnap’s logical empiricism, criticizing his construction of
physical concepts from phenomenal concepts in the Aufbau, and
his verification theory of meaning. I will set these points aside here,
as I am not concerned to defend Carnap’s construction or the veri-
fication theory of meaning.

The extraordinary influence of Quine’s article can be traced in
large part to its short final section. Part of this influence stems from
the positive picture that Quine offers in the first paragraph of the
section, characterizing the totality of our knowledge as a “man-made
fabric which impinges on experience only along the edges,” in which
“no particular experiences are linked with any particular statements
in the interior of the field, except indirectly through considerations
of equilibrium, affecting the field as a whole.” This picture serves as a
powerful alternative to the verificationist picture provided by some
logical empiricists, but it does not contain any direct argument against
the analytic/synthetic distinction or the related notion of apriority.

The most influential arguments against an analytic/synthetic dis-
tinction are found in the second paragraph, which I quote in full:

If this view is right, it is misleading to speak of the empirical content of
an individual statement—especially if it be a statement at all remote
from the experiential periphery of the field. Furthermore it becomes
folly to seek a boundary between synthetic statements, which hold
contingently on experience, and analytic statements which hold come
what may. Any statement can be held true come what may, if we make
drastic enough adjustments elsewhere in the system. Even a statement
very close to the periphery can be held true in the face of recalcitrant
experience by pleading hallucination or by amending certain state-
ments of the kind called logical laws. Conversely, by the same token,
no statement is immune to revision. Revision even of the logical law
of the excluded middle has been proposed as a means of simplifying
quantum mechanics; and what difference is there in principle between
such a shift and the shift whereby Kepler superseded Ptolemy, or
Einstein Newton, or Darwin Aristotle?®

*Quine, op. cit., p. 40.
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I will focus on these critical arguments. There are two crucial points.

(QI) “Any statement can be held true come what may, if we make drastic
enough adjustments elsewhere in the system.”
(Q2) “No statement is immune to revision.”

If (Q1) and (Q2) are read as mere psychological claims, saying that as
a matter of fact someone might hold onto or revise any statement, then
they are highly plausible, but not much of interest will follow from
them. Quine is saying something more than this. We can understand
(Q1) as saying that any statement can be rationally held true come what
may, and (Q2) as saying that that no statement is immune to rational
revision. These points have interesting consequences.

Many have taken these points to suggest either that no sentences
are analytic, or that no distinction can be drawn between analytic
and synthetic sentences. One possible connection goes via the theses
that analytic sentences are those that can be rationally held true come
what may and that all analytic sentences are immune to rational revi-
sion. If so, (Q1) suggests that by the first criterion, all sentences will
count as analytic. And (Q2) suggests that by the second criterion, no
sentence will count as analytic. Either way, there is no useful distinc-
tion between analytic and synthetic sentences to be had. Similarly,
if we assume that a priori sentences are those that can be rationally
held true come what may and that all a priori sentences are immune
to revision, (Q1) and (Q2) suggest that there is no useful distinction
between a priori and a posteriori sentences to be had.

One common response to the argument from (Q2) is to suggest
that revisability is quite compatible with apriority (or analyticity), on
the grounds that a priori justification (or the justification we have
for believing analytic sentences) is defeasible.! For example, I might
know a mathematical claim a priori, but my justification might be
defeated if I learn that a leading mathematician thinks that the claim
is false. I think that this response is correct as far as it goes, but to
rest entirely on it would be to concede a great deal to Quine. On a
common traditional conception, at least some a priori justification
(and some justification for believing analytic truths) is indefeasible.

*See, for example, Hartry Field, “The A Prioricity of Logic,” Proceedings of the
Aristotelian Society, 0. s., X1 (1996): 359-79. Philip Kitcher, “A Priori Knowledge Revisited,”
in Paul Boghossian and Christopher Peacocke, eds., New Essays on the A Priori (New York:
Oxford, 2000), pp. 65-91, defends a conception of the a priori that requires indefeasi-
bility, while Peacocke, The Realm of Reason (New York: Oxford, 2004) defends a concep-
tion that does not. For present purposes I will remain neutral on whether apriority
entails some sort of ideal indefeasibility; the observation about testimony in section vi
contains some relevant discussion.
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One reasonably might hold that some a priori justification (in logic or
mathematics, say) yields not just knowledge but certainty, at least on ideal
reflection. These claims are not obviously correct, but they are also not
obviously incorrect, and I do not think that Quine’s argument establishes
that they are false. So I will take another line of response.

The response I will develop takes off from the response given by Grice
and Strawson at the end of their article “In Defense of a Dogma.” This
response holds that (Ql) and (Q2) are compatible with an analytic/
synthetic distinction, for a reason quite different from the one given
above. Here is a passage addressing the argument from (Q2):

Now for the doctrine that there is no statement which is in principle
immune from revision, no statement which might not be given up in
the face of experience. Acceptance of this doctrine is quite consistent
with adherence to the distinction between analytic and synthetic state-
ments. Only, the adherent of this distinction must also insist on another;
on the distinction between that kind of giving up which consists in
merely admitting falsity, and that kind of giving up which involves
changing or dropping a concept or set of concepts. Any form of words
at one time held to express something true may, no doubt, at another
time, come to be held to express something false. But it is not only
philosophers who would distinguish between the case where this hap-
pens as the result of a change of opinion solely as to matters of fact,
and the case where this happens at least partly as a result of a shift in
the sense of the words. Where such a shift in the sense of the words is a
necessary condition of the change in truth-value, then the adherent of
the distinction will say that the form of words in question changes from
expressing an analytic statement to expressing a synthetic statement....
And if we can make sense of this idea, then we can perfectly well pre-
serve the distinction between the analytic and the synthetic, while con-
ceding to Quine the revisability-in-principle of everything we say.”

Here the central point is that our judgments about any sentence, even an
analytic sentence, will be revisable if the meaning of the words change.
For example, if ‘bachelor’ changes from a term for unmarried men to a
term for sociable men, then we will no longer judge that ‘All bachelors
are unmarried’ is true. But this observation is just what an adherent
of the analytic/synthetic distinction should expect. Analytic sentences
instead should be understood as those sentences that are immune to
revision while their meaning stays constant. More precisely, they are
those that are immune to rational rejection while their meaning stays
constant. (There is a sense in which an analytically false sentence might

SH. P. Grice and P. F. Strawson, “In Defense of a Dogma,” Philosophical Review,
Lxv, 2 (April 1956): 141-58, at pp. 156-57.
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be immune to rational revision, but from here onward I will under-
stand ‘revision’ as requiring rejection.)

Following standard practice, we can say that when the meaning of a
sentence changes, there is conceptual change. some expression in the sen-
tence at first expresses one concept and later expresses another. When
the meaning of a sentence stays the same, there is conceptual constancy: the
expressions in the sentence will express the same concepts throughout.
Then Grice and Strawson’s point could be put by saying that an analytic
sentence is one that is immune to revision without conceptual change.
More cautiously, the point could be put by saying that the fact that a
sentence is revisable under conditions of conceptual change does not
entail that it is not analytic. Something similar applies to apriority.”

At this point, Quine has two obvious replies. The first is to say that
the appeal to meaning in characterizing the class of analytic sentences
is circular, as the notion of meaning is as poorly understood as the
notion of analyticity. The same could be said for the appeal to concepts
and to propositions. This reply would be in the spirit of the first four
sections of “Two Dogmas.” But then this argument will not be much
of an advance on the arguments in the first four sections, and anyone
who is not moved by those arguments will not be moved by this one.

The second, more interesting reply is to challenge Grice and
Strawson to provide a principled distinction between cases of revision
that involve conceptual change and those that involve conceptual
constancy. Quine might argue that cases that are purported to be
on either side of this division are in fact continuous with each other,
and that there is no principled distinction to be had. Something like
this thought might even be read into the last sentences of the para-
graph from Quine quoted above.

Now one might suggest that Grice and Strawson are not obliged to
provide a reductive characterization of the distinction—that is, one that
does not use ‘meaning’ and cognate notions—any more than they are
required to provide a reductive definition of meaning or analyticity

®We also might allow that there is conceptual change in this sense when the propo-
sition expressed by an utterance of a sentence changes because of a shift in context. For
example, ‘Someone is bald iff they have no hairs’ might be accepted in one context and
rejected in another. It is not clear that a mere contextual shift could change the status
of a sentence as analytic, as arguably the meaning of such a sentence stays constant
throughout. But if we say that a sentence is a priori if it expresses a proposition that
is knowable a priori, then it is natural to hold that a sentence might be a priori in
one context but not in another. It is for reasons like this that I speak of ‘conceptual
change’ rather than ‘meaning change’ or ‘semantic change’; the latter phrases tend
to suggest changes in standing linguistic meaning (thereby excluding mere contex-
tual shifts), but it is changes in the propositions and concepts expressed that matter
most for our purposes.
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to answer the challenge in the first four sections. Again, this suggestion
seems correct as far as it goes. Nevertheless, if Quine’s opponent can-
not say much to characterize the principled distinction here, he or
she is at least in the awkward dialectical position of leaving a challenge
unanswered, and of leaving doubts about the distinction unassuaged.
My view is that much can be said to flesh out a principled distinc-
tion. I think that the basic tools for doing so can be found in Carnap’s
“Meaning and Synonymy in Natural Languages.”
II. CARNAP ON INTENSIONS
Carnap is Quine’s major target in “Two Dogmas of Empiricism.” It is not
always appreciated that “Meaning and Synonymy in Natural Languages”
can be read as a sustained response to Quine, perhaps because Carnap
spends little time discussing him explicitly. Nevertheless, Carnap says
enough to make clear that a response to “Two Dogmas” is intended.
Carnap’s article sets out to analyze the notion of meaning and
related notions such as synonymy. His aim is to provide a “scientific
procedure” by which meaning and synonymy can be analyzed in
broadly naturalistic terms. Importantly, he aims to explicate not only
the notion of extension, but the notion of intension (the “cognitive or
designative component of meaning”), which he notes has been criti-
cized by Quine as “foggy, mysterious, and not really understandable.”
Carnap’s key idea is that we can investigate the intension that a
subject associates with an expression by investigating the subject’s
judgments about possible cases. To determine the intension of an
expression such as ‘Pferd’ for a subject, we present the subject with
descriptions of various logically possible cases, and we ask the sub-
ject whether he or she is willing to apply the term ‘Pferd’ to objects
specified in these cases. If we do this for enough cases, then we can
test all sorts of hypotheses about the intension of the expression.
In this article, Carnap takes the term ‘intension’ as primitive and does
not build possible cases into the very nature of intensions. But for our
purposes it is useful to adopt a suggestion that Carnap makes elsewhere,
and simply define an intension as a function from possible cases to exten-
sions. For a term like ‘Pferd’, the intension will be a function from pos-
sible cases to objects characterized in those cases. For a sentence such
as ‘Grass is green’, the intension will be a function from possible cases
to truth-values. Then Carnap’s procedure above can be regarded as a
way of directly ascertaining the values of the intension that a subject
associates with an expression, by presenting the subject with a possible
case and noting the extension that the subject associates with the case.

"Carnap, op. cit., p. 36.
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Of course one cannot actually present a subject with all possible
cases to determine every aspect of an intension. But Carnap suggests
that the intension that a speaker associates with an expression is
determined by the speaker’s linguistic dispositions. For a given expres-
sion Eused by a given speaker, the speaker will have the disposition to
associate a given extension with E, when presented with a possible
case. For example, if Sis a sentence, the speaker will have the disposi-
tion to judge the sentence as true or false of a possible case, when
presented with that case. The intension of an expression can then be
seen as a function that maps possible cases to the extension that the
speaker is disposed to identify, when presented with that case.

In this way, Carnap defines an expression’s intension in naturalistic
and even operational terms. We can go on to define synonymy: two
expressions are synonymous (for a speaker at a time) when they have
the same intension (for that speaker at that time). And we can define ana-
lyticity: a sentence is analytic (for a speaker at a time) when its intension
has the value ‘true’ at all possible cases (for that speaker at that time).

With this definition in hand, we can go on to provide a principled
criterion for conceptual change over time. An expression £ undergoes
change in meaning between ¢ and % for a speaker iff the speaker’s
intension for E at 4 differs from the speaker’s intension for E at &.
If we accept Carnap’s dispositional account of intensions, it follows
that E undergoes change in meaning between {; and & iff there is a
possible case such that the speaker is disposed to associate different
extensions with £ when presented with the case at 4 and &.

Of course there are many immediate questions about Carnap’s
account. What is a possible case? In what vocabulary are these cases
specified? How can we determine whether the meaning of this
vocabulary has changed? Can speakers make mistakes about inten-
sions? Can they change their mind about a case without a change
in meaning? Can meaning really be operationalized this easily? And
so on. Carnap’s account may need to be modified or at least refined
to answer these questions.

Before addressing these matters, I will illustrate how Carnap’s account
might be used to address the challenge in section v of “Two Dogmas”
directly. In my view, the essential aspects, if not the specifics, of the
resulting response are sound. These essential aspects carry over to
more refined analyses couched in terms of two-dimensional semantics
(section 1v) and Bayesian confirmation theory (section v and vi).

I1II. A CARNAPIAN RESPONSE

In “Meaning and Synonymy in Natural Languages,” Carnap does not
mention the arguments in section vI of “Two Dogmas”; nor does he



394 THE JOURNAL OF PHILOSOPHY

address revisability or conceptual change. Nevertheless, his frame-
work can be used to give a response to these arguments that is broadly
in the spirit of Grice and Strawson’s response, fleshed out with a prin-
cipled criterion for conceptual change.

We can start with Quine’s observation that any statement can be
held true come what may. This seems correct. Even a paradigmatically
synthetic sentence such as ‘All bachelors are untidy’ can be held true
in the face of apparently countervailing evidence, if we allow sufficient
adjustment of ancillary claims. The question is whether such adjust-
ments will involve conceptual change, and whether we have a prin-
cipled criterion for determining this.

We might as well start with a case. At t;, Fred asserts “All bachelors
are untidy.” At #, Fred is presented with evidence of a tidy unmarried
man. Fred responds, “He’s no bachelor! Bachelors must be over 30,
and he’s only 25.” At &, Fred is presented with evidence of a 35-year-old
man with a spotless apartment. Fred responds, “He’s not tidy! Look at
the mess in his sock drawer.” In this way, Fred holds the sentence true
throughout, and through similar maneuvers he can hold it true come
what may.

Does this case involve conceptual change? We can apply Carnap’s
analysis to see whether Fred’s intension for ‘All bachelors are untidy’
(call this sentence B) changes over the relevant time-span. Suppose that
¢ is a detailed possible case in which there is an unmarried 25-year-old
man with a tidy apartment. At &, when Fred is presented with the infor-
mation that ¢ obtains, he responds that ‘All bachelors are untidy’ is true
with respect to ¢. By Carnap’s criterion, Fred’s intension for B is true
with respect to ¢ at &.

What about Fred’s intension for B at t;? The key question is: if
Fred had been presented with a description of ¢ at 4, before he
had evidence that the case was actual, would he have judged that
‘All bachelors are untidy’ was true with respect to c¢?

If the answer is yes, then Carnap’s criterion suggests that there is no
relevant conceptual change between ¢ and #&. In this case, Fred will
simply have had an unusual intension for ‘bachelor’ all along.

If the answer is no, then Carnap’s criterion suggests that there is
relevant conceptual change between ¢ and &. The intension of ‘All
bachelors are untidy’ will have changed during this time, probably
because the intension of ‘bachelor’ has changed during this time.

The same applies more generally. If a speaker’s judgment con-
cerning a case at fy is reflected in the speaker’s dispositions to respond
to such a case at ;, we can say that the speaker’s judgment concerning
that case is prefigured. If a speaker’s judgment concerning a case at fy is
not reflected in the speaker’s dispositions at #;, we can say that the
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speaker’s judgment concerning the case is postfigured. On Carnap’s
account, postfigured judgments involve conceptual change, but pre-
figured judgments do not.

In any case, we have what we need. Carnap’s framework allows us to
see how any sentence can be held true come what may, while at the
same time allowing a principled way to distinguish between those
cases of holding-true that involve conceptual change and those that
do not. Something similar applies to cases of revisability, though I will
not go into the details here.

IV. REFINING CARNAP’S ACCOUNT

Carnap’s account of meaning is remarkably simple, and one might
reasonably wonder whether such a simple account can be correct. I
think that while there are problems with the account, they can be
addressed in a way that preserves something of the spirit of the
account, if not the letter.

Perhaps the most obvious problem is that subjects can make mis-
takes. A subject might miscalculate and judge that 36+27=73,
and she might even be disposed to judge this to be true with respect
to all possible scenarios. On Carnap’s account, it will follow that
36+27=73’ is analytic for the subject. But this seems the wrong result:
on the face of it, the sentence is not even true. Similar mistakes seem
possible for nonideal subjects in all sorts of domains.

To handle cases of this sort, we can modify the account to appeal
not to what the subject would say in response to the case, but to what
the subject should say, or what she would say given ideal reasoning.
We might say that the intension of £ maps a possible case C to the
extension that the subject would identify for £, if she were to be pre-
sented with C and were to reason ideally.

Construed this way, the account will no longer yield an operational
definition of meaning, at least unless we can find an operational crite-
rion for ideal reasoning. But this is not a bad thing for those inclined
to reject behaviorism in any case. It is also far from clear that this
account provides a naturalistic reduction of meaning. It will do so
only if we already have a naturalistic reduction of ideal reasoning.
But the account need not be a naturalistic reduction to be useful.

Someone might suggest that in these cases, facts about meaning
determine facts about ideal reasoning rather than vice versa: it is
precisely because we mean such-and-such by ‘Pferd’ that we should
say such-and-such. We need not take a stand on these questions
about metaphysical priority here. All we need is that in these cases,
there are facts about what subjects should say or what ideal reason-
ing dictates, and that we have some pretheoretical grip on these
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facts. Then we can use these facts to help explicate a corresponding
notion of meaning, regardless of which of these notions is metaphysi-
cally prior. In effect, we are using an antecedent grip on normative
notions to help explicate semantic notions. Of course it remains
open to a Quinean opponent to reject normative notions entirely.
I discuss opposition of that sort later in this article.

Another problem is that on the contemporary understanding,
intensions often are inaccessible to a subject, even given ideal reason-
ing. For example, if Kripke is right, the intension of ‘water’ picks out
H5O in all possible worlds, even for subjects who do not know that
water is HoO.* Such subjects will not be disposed to identify HyO as the
extension of ‘water’ when presented with a possible case, so Carnap’s
definition will get the intension wrong.

To handle this problem, we can take a leaf from two-dimensional
semantics, which recognizes two sorts of intension. Even in light of
Kripke’s insight, Carnap’s account still might apply to one sort of
intension, though not the other. Kripke’s point applies to secondary
intensions, which govern possible cases considered as counterfactual:
if there had been XYZ in the oceans and lakes, water would still have
been HyO. For the purposes of Carnap’s account, though, we can
focus on primary intensions and stipulate that subjects consider the
possible cases as actual. For example, we can ask them to suppose that
XYZ actually is in the oceans and lakes in the actual world and ask for
their verdict about the extension of ‘water’ under that supposition.
Subjects plausibly will hold that ‘water’ picks out XYZ if that hypothesis
is correct. This mirrors the familiar suggestion that the primary inten-
sion of ‘water’ picks out XYZ in a Twin Earth scenario, although the
secondary intension of ‘water’ picks out HyO there. So it is not out
of the question that a Carnap-style account might work for primary
intensions, which in any case are often held to be the sort of inten-
sions that are tied most closely to apriority and analyticity.

A third issue is the nature of possible cases. For our purposes they
should be akin to possible worlds. They might be centered meta-
physically possible worlds (that is, worlds marked with an individual
and a time), with the centering required to handle intensions for
expressions such as ‘I’ and ‘now’. They also might be regarded as epi-
stemically possible worlds, or epistemically possible scenarios, which
might be modeled by maximal consistent sets of sentences that cannot
be ruled out a priori. I will not try to settle this issue here, but I will
use the word ‘scenario’ as a generic term for the entities involved. In

¥Saul Kripke, Naming and Necessity (Cambridge: Harvard, 1980).
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order to suppose that subjects can reason about entire scenarios, we
can once again appeal to the idealization of what the subject would
say given ideal reasoning.

A fourth issue is the vocabulary in which a scenario is specified.
Such a vocabulary will need to be rich enough that a full enough
specification using this vocabulary plus ideal reasoning determines
judgments about other expressions’ extensions, without being so rich
that a specification builds in all those expressions directly. It is a sub-
stantive claim that some such vocabulary can be found, but propo-
nents of two-dimensional semantics have offered arguments for
this claim along with suggested vocabularies.” The details of such a
vocabulary will not matter for our purposes.

A fifth issue is the worry that subjects might change their mind
about a possible case without a change of meaning. Here, one can
respond by requiring, as above, that the specification of a scenario
is rich enough that judgments about sentences are determined by
the specification and by ideal reasoning. If so, then if subjects are
given such a specification and reason ideally throughout, there will
be no room for them to change their mind in this way. Changes
of mind about a fully specified scenario will always involve either a
failure of ideal reasoning or a change in meaning. Of course this
claim requires a version of the substantive claim in the previous para-
graph. I return to a version of this issue below.

The model we then reach is something like the following. The (pri-
mary) intension of an expression for a subject is a function that maps
scenarios to extensions, mapping a scenario w to what the subject
would judge to be the extension of E under the supposition that
w is actual, were she ideally rational. This is not a perfect definition,
but it is good enough for our purposes. This remains very much in the
spirit of Carnap’s definition, although the invocation of rationality
makes it a normative variation on Carnap’s account.

Importantly, we can use this account to provide a version of the
Carnapian response to Quine’s arguments given in the previous sec-
tion. Conceptual change (of the relevant sort) will occur precisely
when an expression’s primary intension changes across time. This
will happen precisely when the subject’s dispositions to judge the
expression’s extension in a possible case (given ideal reasoning)
changes. As in the last section, we can find cases of holding-true

?See, for example, David J. Chalmers and Frank Jackson, “Conceptual Analysis
and Reductive Explanation,” Philosophical Review, cX, 3 (July 2001): 315-60. See also
my Constructing the World (New York: Oxford, forthcoming).
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where the dispositions change in this way, and cases where they do
not. What matters is that we have a principled distinction.

A residual issue concerns the meaning of the basic vocabulary. If
cases are specified in this vocabulary, then we need to ensure that
the basic vocabulary does not change in meaning throughout the
process. If we do not require this, the resulting condition for mean-
ing change will be inadequate; a subject’s dispositions to judge that S
obtains with respect to a case specified by D might change over time,
not because the meaning of S changes but because the meaning of
terms in D change. If we do require this, however, it appears that we
need some further criterion for meaning change in the basic vocabu-
lary items used in D, as the dispositional method would yield trivial
results. So it appears that the dispositional method for determining
meaning change, even when idealized, is incomplete.”

A second residual issue concerns the role of the a priori in charac-
terizing this account. It is natural to suggest that the ideal reasoning
in question must be restricted to ideal a priori reasoning. In fact,
some two-dimensional accounts use the notion of apriority in defining
primary intensions: the primary intension of a sentence § evaluated
at a world w is true precisely if a material conditional ‘If D, then §’
is a priori, where D is a canonical specification of S."" If we take this
route, then we have arrived at a principled distinction only by helping
ourselves to the contested notion of apriority along the way.

As before, it is not clear how bad these residual problems are.
One still might see the intensional analysis as demonstrating that
the Quinean phenomena of holding-true and revisability are quite
compatible with the intensional framework and have no power to
refute it. Even if one has to assume some independent grip on the
notion of apriority and on the meaning of expressions in the basic
vocabulary, one can use the framework to provide a reasonably
enlightening analysis of relevant cases. Still, we have not broken out of

" This objection is related to Quine’s argument from the indeterminacy of trans-
lation in Word and Object (Cambridge: MIT, 1960). Quine took Carnap’s account to
be a serious challenge to his arguments in “Two Dogmas,” and the indeterminacy argu-
ment can be seen in part as a response to it. There, Quine argues that no dispositional
analysis can settle facts about meaning, because multiple assignments of reference
will always be compatible with a subject’s behavioral dispositions. This applies even to
Carnap’s account, if we allow multiple potential assignments of reference to the basic
vocabulary. In effect, Carnap’s account assumes that the meaning of the basic vocabu-
lary is fixed, but it is not clear why such an assumption is legitimate, and it is not clear
how this meaning itself might be grounded in dispositional facts. Thanks to Gillian
Russell for discussion here.

See, for example, Chalmers, “Epistemic Two-Dimensional Semantics,” Philosophical
Studies, cxvir, 1/2 (March 2004): 153-226.
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the Quinean circle. It would be nice to be able to characterize the rele-
vant distinctions without such a direct appeal to the contested notions.

I think that such a characterization can be found. The key idea is
to cast things in terms of conditional probability, rather than in terms
of apriority.

An initial observation is that something very much like a primary
intension can be characterized without appealing to apriority, by
appealing to conditional probability instead. In particular, one can
define the intension of a sentence § at a scenario w, for a subject,
in terms of the subject’s rational conditional credence in S given D
¢r'(S|D), where D is a canonical specification of w. We can say that
the intension of S is true at w iff ¢r'(S|D) is high, and false at w iff
¢r'(S|D) is low. Here we require an idealization, so that ¢'(S|D) is
the conditional credence that the subject would have given ideal
reasoning, or something along those lines.

If we do this, then we will have a principled criterion for conceptual
change that does not appeal to apriority. On this criterion, a subject’s
intension for § will change between t and # iff there is a scenario
w with canonical specification D such that ¢'(S|D) changes from
high to low or vice versa. One then could run the arguments of the
previous section again using this notion. This will provide a reply to
Quine’s challenge that gets around the second residual issue above
(regarding apriority), though it still may be subject to a version of
the first issue (regarding the basic vocabulary).

At this point, however, I think an alternative analysis involving con-
ditional probability is available. This analysis is closely related to the
one just mentioned, and is a descendant of the Carnapian analysis
in the previous section, but it does not require any of the semantic
apparatus used in that section and this one. This analysis proceeds
using only standard Bayesian considerations about evidence and
updating. In addition to the advantage of familiarity, this approach
has other significant advantages in responding to Quine’s challenge.
By avoiding the need for canonical specifications of complete possible
scenarios, it avoids the large idealization needed to handle enormous
specifications. It also has the potential to avoid or minimize both
residual issues above.

V. A BAYESIAN ANALYSIS OF HOLDING-TRUE

In what follows I develop a Bayesian analysis of Quine’s arguments
from holding-true and from revisability. For the purposes of this
analysis, we can set the framework of scenarios and intensions to
one side. All we need are orthodox Bayesian claims about credence
and its revision in light of new evidence.
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Let us assume a standard Bayesian model on which sentences are
associated with unconditional and conditional credences for subjects
at times. That is, for a given subject and a given time, a sentence S will
be associated with an unconditional credence ¢r(S), and a pair of sen-
tences S and T will be associated with conditional credence ¢r(S|T).
(These ordinary credences ¢r(S|T) should be distinguished from
the idealized rational credences ¢r'(S|7) from the previous section.)
Credences are standardly taken to be real numbers between 0 and 1,
but for our purposes exactitude is not required. It is enough that
some credences be high and others low.

I will also assume a version of the standard Bayesian principle of
conditionalization: if a subject has credence ¢ (S|E) at 4 and acquires
total evidence specified by the evidence sentence E between ¢ and &,
then the subject’s credence ¢ (S) at & should be equal to ¢r (S|E).
I will give a more precise version of this principle below. The nature
of evidence sentences will be discussed later in this article, but for
now we can think of them as specifying either that certain experiences
obtain or that certain observable states of affairs obtain."

We can start with a typical case whereby an apparently synthetic
sentence is held true in the face of apparently countervailing evi-
dence, by appeal to appropriate ancillary theses. As before, suppose
that at 4 Fred asserts, “All bachelors are untidy.” At &, Fred acquires
evidence indicating that there is a tidy, unmarried 25-year-old man,
and responds by denying that the man is a bachelor, as bachelors
must be over 30.

Let B be ‘All bachelors are untidy’, and let £ be Fred’s total relevant
evidence acquired between ¢ and f. Let ¢ (B) and cr»a(B) be Fred’s
credences in B at { and ¢ respectively. Then c¢ry(B) and ¢r(B) are
both high.

The crucial question is: Whatis ¢r (B|E), Fred’s conditional credence
in B given E at t;, before Fred acquires the evidence in question?

If ¢ry(B|E) is high, then Fred’s judgment at ¢ reflects a condi-
tional credence that he already had at ¢. In this case, the judgment
at i is prefigured, in a sense analogous to the sense discussed earlier.
Here, Fred’s accepting B in light of E accords with the principle
of conditionalization.

If ¢r (B|E) is low, then Fred’s judgment at & fails to reflect the
conditional credence that he already had at ¢. In this sort of case,

" The arguments I present here also can be run using the principle of Jeffrey con-
ditionalization, which allows conditionalization on evidence about which a subject is
not certain. See Richard C. Jeffrey, The Logic of Decision, 2nd ed. (Chicago: University
Press, 1983).
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the judgment at & is postfigured, in a sense analogous to the sense dis-
cussed earlier. Here, Fred’s accepting Bin light of E appears to violate
the principle of conditionalization.

On standard Bayesian assumptions, there are two central ways one
can obtain apparent violations of conditionalization for sentences.
First, this can happen when the subject is not fully rational through-
out the process; perhaps at ¢ Fred has not thought things through
properly, or at & he makes some sort of reasoning error. Second, the
content of the key sentence B can change between # and #. This can
happen in cases involving indexicals, which are not relevant here, or in
cases of conceptual change. In these cases, it remains possible that
Fred’s credences in relevant propositions obey conditionalization, but
that his credences in associated sentences do not, because the associa-
tion between sentences and propositions changes over time."”

We might formulate this as a version of the Bayesian principle of
conditionalization, for sentences:

(CS) If a subject is fully rational, and if the subject acquires total evi-
dence specified by E between ¢ and &, and if the content of sen-
tence S does not change between ¢ and &, then ¢r(S) = er (S|E).

Perhaps the most familiar version of the principle of conditionaliza-
tion is cast in terms of propositions: if a fully rational subject acquires
total evidence specified by proposition e between ¢ and &, then
cra(p)=cri(ple). (CS) follows from this claim in conjunction with
the plausible claims that when sentence S expresses proposition p
for a subject at that time, ¢r(S) = ¢r(p) at that time, and that the
content of a sentence is the proposition it expresses.

It follows that if Fred in the postfigured case above is fully rational,
then this is a case of conceptual change. Of course it might be that Fred
is not fully rational, but this is of no help for Quine. It is unremarkable
that irrational subjects might hold on to any sentence or reject any
sentence, and this observation has no consequences regarding ana-
Iyticity or apriority. For Quine’s observations about revisability and

A potential third way that conditionalization can be violated arises on views where
sentences express certain relativistic contents. Consider a view on which utterances of
the sentence ‘It is raining’ always express the same temporal proposition I is raining,
which can be true at some times and not at others. On Saturday, I might have a low
conditional credence in It is raining given The weather forecast says rain on Sunday, then on
Sunday I might acquire evidence that the weather forecast says rain on Sunday, result-
ing in high credence in It is raining, without irrationality. On a more standard view, on
which the content of ‘It is raining’ uttered at tis [t is raining at t, this will be classified as a
change in content, but on the temporal view the content stays the same. For present
purposes, we can either count these as changes in content in an extended sense, or we
can require in principle (CS) that the content in question is nonrelativistic content.



